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Abstract: Enrollment is an important way to improve the quality of college students. COVID-19
has brought great challenges to college enrollment. This article uses the enrollment data of the
School of Foreign Languages of Jiangsu University of Science and Technology as reference data.
Support vector regression (SVR) is used to comprehensively analyze the previous enrollment data,
and the computer data modeling method is used to predict the future enrollment situation. Since the
parameter setting of support vector regression (SVR) directly affects the modeling effect, particle
swarm optimization algorithm (PSO) is used to optimize the parameters ¢ (penalty factor) and g
(radial basis kernel parameter) of SVR, and the optimized model is used to predict the enrollment of
students and compared with the SVR model. The experimental results show that both SVR and
PSO-SVR are suitable for enrollment prediction, and PSO-SVR has a higher prediction accuracy,
which provides an effective basis for admissions office to make future enrollment plan.

1. Introduction

Enrollment is an important work of college enrollment office, the quality of new students plays a
role in school running. Under the background of COVID-19 epidemic, if the school of Foreign
Languages wants to recruit students from the college entrance examination to meet the enrollment
plan, it must do a good job in the early stage of enrollment data analysis and prediction. The school
needs to master the admission status of the major and know the distribution of students in each
region timely, so as to facilitate the development of future enrollment plan and the arrangement of
enrollment publicity

Common prediction algorithms include multiple linear regression [, BP neural network [,
adaptive fuzzy neural network reasoning system [, etc. Among them, support vector regression
(SVR) is the most widely used prediction algorithms at present, which have been applied in many
fields.

2. Analysis of Enrollment Data for English Majors

There are many factors that affect the change in the number of enrollments each year, mainly
including national education regulations, the ranking of colleges and universities in the university
rankings, the ranking and setting of majors, the promotion of enrollment publicity work, etc.
Specific as follows: (1) The country adopts the method that determining the distribution of the
enrolment figure according to different situation of each province and admitting according to
enrolment cut-off point. The enrolment figure in different regions is not evenly distributed
according to the number of candidates, so the number of admissions in different regions will vary 4,
(2) There are several important factors that can affect the choice of candidates, including blindly
following the trend to pursuit popular universities and majors and a comprehensive consideration of
the strength and location of the university and future employment orientation. (3) In the case of
COVID-19, the advantages of attending university in the province are obvious. (4)The promotion of
enrollment publicity work and the policy aiming at the attraction of students of universities are
different. Also, the opacity of enrollment information will lead to changes in enrollment data 1),
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Some intermediaries often take advantage of the asymmetry of information to infringe on the
legitimate rights and interests of examinees and breed anomalies in admissions [].

The data used in this study (the enrollment data of English major in Jiangsu University of
Science and Technology from 2014 to 2019) are all from the enrollment system of Jiangsu
University of Science and Technology, covering students' names, test numbers and the source places
of students. This article mainly analyzes the number of students enrolled in English majors and the
source places of students each year. Figure 1 shows the changing trend of the number of English
majors in and outside the province from 2014 to 2019.The comparative analysis shows that the
English majors enrolled in Jiangsu University of Science and Technology are mainly from Jiangsu
province, and the rest of the students are scattered from different regions outside the province. The
number of students' source places increased from 18 different provinces (autonomous regions and
municipalities) in 2014 to 25 in 2019. As can be seen from Figure 1, the number of students
enrolled in Jiangsu province showed a downward trend in the past two years, while the number of
students enrolled outside the province tended to be stable at about 60.This indicates that the source
places of students of English majors in Jiangsu University of Science and Technology is more
diversified, which may be related to the increase in open degree of running a school of Jiangsu
University of Science and Technology in recent years and its stronger attraction of students.
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Figure 1 Enrollment of English majors in Jiangsu University of Science and Technology in and out
of the province from 2014 to 2019.

3. Support Vector Regression Model

Support vector regression model " is based on the improvement and extension of standard
support vector machine, which is a form of support vector machine under the quadratic loss
function. By constructing the loss function, the quadratic optimization problem of the original
support vector machine algorithm is transformed into solving linear equations. Because of its fast
solution speed, high-precision function approximation ability, and great advantages in data analysis
and pattern recognition, it can be used for classification and regression analysis, so it has been
widely applied and developed in various fields.

The idea of SVR modeling is to map the input data from the original space to the
high-dimensional feature space through nonlinear mapping, and construct the optimal linear
regression function in the high-dimensional feature space to realize the nonlinear regression
problem in the original space. This algorithm is based on structural risk minimization, and it can
perform well in learning even with a small number of statistical samples.

The factors that determine the performance of SVR algorithm are the selection of penalty factor
¢ and kernel function parameters. In this article, radial basis function(RBF) is selected as the kernel
function of SVR algorithm, so the problem is simplified to find the appropriate penalty factor ¢ and
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radial basis kernel parameter g, so that SVR has the best learning ability and detection ability.
Therefore, this article uses cross-validation to obtain the best ¢ and g, calculates the mean square
error (MSE) of cross-validation, and selects the parameter combination with the smallest MSE as
the best parameter. The best parameters are used to train the training sample data, and the trained
model is used to test the data.

4. Improved Support Vector Regression Algorithm

Particle swarm optimization (PSO) is an intelligent optimization algorithm, which originates
from the research on the predatory behavior of birds ®l. The basic idea of particle swarm
optimization algorithm is to find the optimal solution through the cooperation and information
sharing among individuals in the group. Its advantage lies in its fast convergence speed and no
adjustment of many parameters. Support vector regression (SVR) can ideally solve small sample
classification, high dimension, nonlinear and regression problems. Support vector regression (SVR)
uses kernel functions to map the data in the input space nonlinearly to high-dimensional space to
effectively solve nonlinear problems. The prediction accuracy of support vector regression depends
on the selection of parameters (c, g) [°. Therefore, this study uses PSO to optimize SVR, and the

specific steps are seen in the literature [,

5. Analysis of Modeling Result

This article takes the enrollment data of English majors in Jiangsu University of Science and
Technology from 2016 to 2020 as the input sample set, and the enrollment data of different regions
in 2021 as the output sample set. The 34 provinces (autonomous regions and municipalities) were
sorted alphabetically, with the first 24 as the training sample set and the remaining 10 as the
prediction sample set. MATLAB 2017B was used to edit the program, and the data were calculated
and analyzed.

Table 1 Comparison between predicted and actual numbers of enrollment in different regions

predicted predicted . predicted
actual numbers ofinumbers of] actual predicted numbers of
region numbers ofienrollment [enrollment [region numbers ofnumﬁers Ofenrollment
enrollment [(SVR)  (PSO-SVR) enrollment ?g{;’R;nem (PSO-SVR)
Anhui 2 2.03 1.98 Jiangxi 2 1.94 1.91
Macau 0 0.04 0.02 Liaoning 2 2.88 2.05
Beijing 2.11 1.24 Inner Mongolia |0 0.04 0.05
Chongging 2 1.85 1.96 INingxia 2 1.86 1.97
Fujian 2 1.97 2.03 Qinghai 0 0.04 0.05
Gansu 2 1.88 2.10 Shandong 3 2.84 2.79
Guangdong 2 1.86 1.96 Shanxi 3 2.85 2.97
Guangxi 2 1.94 1.98 Shaanxi 3 2.76 3.12
Guizhou 3 2.11 2.95 Shanghai 0 0.03 0.02
Hainan 0 0.04 0.05 Sichuan 2 2.18 1.96
Hebei 3 2.89 3.02 Taiwan 0 0.04 0.03
Henan 4 3.72 3.87 Tianjin 2 1.73 2.08
Heilongjiang 2 2.04 1.98 Tibet 0 0.04 0.02
Hubei 4 4.14 4.08 Hongkong 0 0.04 0.04
Hunan 3 2.89 3.06 Xinjiang 0 0.05 0.03
Jilin 2 2.01 2.05 'Yunnan 2 1.84 2.08
Jiangsu 21 20.98 21.06 Zhejiang 4 3.63 3.79

Select the radial basis function, and use the cross-validation method to obtain the optimal
parameter combination ¢ and g, whose values are 1118.58 and 17.97, respectively. The SVR model
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is trained and predicted with the training sample set and the test sample set respectively. At the same
time, the parameters of PSO-SVR model are set as follows: the population size is 50, the maximum
number of iterations is 100, the learning factors c1 and c2 are 2, the optimization range of ¢ is [0.1,
1000], and g is [0.001, 100].The final prediction results of the enrollment of English majors in 34
different regions of Jiangsu University of Science and Technology in 2019 are shown in Table 1.

It can be seen from Table 1 that the SVR model based prediction model of numbers of
enrollment in different regions has good prediction accuracy. The relative error between the
predicted numbers of enrollment of English major in Jiangsu University of Science and Technology
in 2019 and the actual numbers of enrollment is small, and its accuracy is high. Although SVR
model has achieved good results in the prediction of enrollment, the comparison in Table 1 shows
that PSO-SVR model has better prediction effect and its accuracy has been improved compared
with SVR model. Therefore, the PSO-SVR model can effectively predict the enrollment and can be
used as a prediction model for the enrollment of English majors in Jiangsu University of Science
and Technology. Using this model can help the School of Foreign Languages to understand the
distribution of students in various regions and facilitate the arrangement of appropriate enrollment
and publicity work.

6. Conclusion

In this article, SVR and PSO-SVR models are used to predict the enrollment situation of School
of Foreign Languages, Jiangsu University of Science and Technology. Both models have achieved
good prediction accuracy. The results show that the SVR model optimized by PSO has smaller
relative error and higher prediction accuracy, which is suitable for the prediction of enrollment in
the case of COVID-19.
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